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Current NASA Earth Science Data Holding 
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•! Observations include all products 
archived at EOSDIS (
http://earthdata.nasa.gov/). 

•! Modeling products include all the 
high resolution climate modeling 
and data assimilation products at 
NASA Center for Climate 
Simulations (
http://www.nccs.nasa.gov/) and 
NASA High-End Computing 
Capabilities (
http://www.nas.nasa.gov/hecc/). 

•! Significant growth in modeling data 
is triggered by the availability of 
high resolution Earth observations 
and the computational resources. 



2016 NASA Modeling Analysis & 
Simulation Product Plan 
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DCP30 (Downscaled Climate Projections at 
30arc sec) 
Domain/Resolution: CONUS, ~800m 
Frequency: Monthly 
Variables: Tmax, Tmin, and Precip 
No of CMIP5 models: 34 
Baseline Data: Daly et al., 2002 
Funding: NASA 

GDDP (Global Daily Downscaled Climate 
Projections) 
Domain/Resolution: Global, ~25km 
Frequency: Daily 
Variables: Tmax, Tmin, and Precip 
No of CMIP5 models: 21 
Baseline Data: Sheffield et al. 2006 
Funding: NASA 
 

LOCA (Localized constructed analogs) 
Domain/Resolution: CONUS, ~6km 
Frequency: Daily 
Variables: Tmax, Tmin, Precip; 
    Humidity, Windspeed (in progress) 
No of CMIP5 models: 32 
Baseline Data: Livneh et al. 2013 
Funding: USBR/CalEnergy 

BCCA (Bias Corrected Constructed Analogs) 
Domain/Resolution: CONUS, ~12km 
Frequency: Monthly 
Variables: Tmax, Tmin, Precip 
No of CMIP5 models: 21 
Baseline Data: Maurer et al. 2002 
Funding: USBR 
 

High Resolution Climate Projections 
Climate Downscaling 



Gearing up for Climate Modeling 
Data Analytics 

•! Traditional data center focuses on data archive, access and distribution 
o! Scientists typically order and download specific data sets to a local 

machine to perform analysis 
o! With large amount of observational and modeling data, 

downloading to local machine is becoming inefficient 
o! Data centers are starting to provide additional services for data 

analysis 
•! NASA computing and computational science program is building “data 

analytics platforms” using “Climate Analytics as a Service” (CAaaS) 
such as NASA Earth Exchange (NEX), Regional Climate Modeling 
Evaluation Systm (RCMES), Climate Model Diagnostic Analyzer 
(CMDA) and Observation for Model Intercomparison Project 
(Obs4MIPs) using Earth System Grid Federation (ESGF) 
•! Build on technologies 
•! Enabled by a rule based data management system 
•! Current research focuses on how to manage data movement from 

the archives to the analytical platforms 
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•! A Project for identifying, documenting 
and disseminating observations for 
climate model evaluation. 

•! Data sets accessible on the Earth 
System Grid Federation (ESGF) 
alongside the Coupled Model 
Intercomparison Projection (CMIP) 
model output, adhering to the same data 
conventions, greatly facilitating research 

•! Guided by the World Climate Research 
Program (WCRP) Data Advisory Council 
(WDAC) obs4MIPS Task Team  

•! Growing international partnerships. 

obs4MIPs 
https://www.earthsystemcog.org/projects/
obs4mips/ 

Obs4MIPs 

….  and growing! 

*ESGF is partially down until March 

Model 
Output 

Observations 

Target Quantities 

Number of obs4MIPs Datasets 
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Science Cloud Architecture 

•! Agile, high level of 
support"

•! Storage is 90% full 
prior to use"

•! The system owns the 
data"

•! The users own their 
analysis"

•! Extensible storage; 
build and expand as 
needed"

•! Persistent data 
services built in VMs, 
Containers, or bare 
metal"

•! Create purpose build 
VMs for specific 
science projects"

•! Image management"

Storage Cloud 
(think object store) 

Infiniband Interconnect 
RESTful and POSIX 

Low cost storage devices 
 

Persistent Data Services 

FTP 

iRODS 

GDS 

ESGF 

UVCDAT 

ArcGIS 

OpenDAP 

CDS API 

Purpose Built Images 

Purpose built images for 
specific science problems 
(itinerant, not-long lived) 

High speed network 
access to Discover data 

High speed network 
access to other sources 
of data, such as MODIS 

Compute Cloud 



Climate Model Diagnostic Analyzer 

•! Web-based tools running on Amazon cloud. 
•! Only requirement from a user machine is a web browser with an 

internet connection. No local installation needed.  
•! Provides datasets and analysis services. 
•! You can analyze the datasets using the services. 
•! You can download analyzed output datasets. 
•! You can download original input datasets.  
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Major Challenges Over Next 10 Years and  
What Can We Do Now 

•! Challenge: Modeling and observational data will continue to grow 

exponentially 
–! Major challenge in data management, analysis, and collaboration 

–! Tape archives will not meet big data analysis challenges 

–! Network will not catch up 

–! Library model will no longer work 

•! Actions now: 
–! Build centralized data analytics systems 

–! Data proximal analytic capabilities (move the analytics to the data) 

–! Commoditize data storage and data analytics 

–! Explore and adopt new storage technologies (e.g., object storage) 

•! Large scale science informatics system will be needed to solve the 

future data challenges 
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